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ABSTRACT

A web visit typically consists of the user’s browser rendering gen-
erated HTML, CSS and JS content that is tailored to the user. This
dynamic generation of responses based on the currently authen-
ticated user, whose authentication credentials are automatically
included in all requests including cross-site requests, have lead
to a multitude of issues. Through cross-site leaks (XS-Leaks), an
adversary can try to circumvent the same-origin policy and extract
information about responses, which in turn reveals potentially sen-
sitive information about the user. As this class of attacks has been
the subject of a lot of recent research, and it affects many different
components of the web platform, the causes and underlying tech-
niques are not always very well understood. In this paper we define
an abstraction of the XS-Leaks attacks, and introduce a model that
we use to reason about the cause of different leaks and how the
various defense mechanisms aim to defend against them. As the
attacks are multifaceted and complex, multiple defenses need to
be enabled to adequately thwart XS-Leak attacks. To facilitate de-
ployment of these defenses, we introduce LEAKBUSTER, a dynamic
web application that provides web developers with suggestions to
improve their website’s security.

1 INTRODUCTION

For many, the web plays an important part of their daily life, ranging
from sharing personal information with friends on social networks,
or looking up health-related details. It is well-known that people
share a lot of sensitive information with trusted websites, and that
if this data would be disclosed by adversarial parties, this could
have significant consequences. Depending on the attack, there are a
myriad of ways that the information could be abused. For instance,
information leaked from social networks could be leveraged to
identify a user [50, 56], determine what their interests are [30], or
infer who they were messaging with [31]. Through similar attacks,
search functionality has been shown to leak information about
undisclosed vulnerabilities [17, 57] or credit card details [16].
This class of vulnerabilities is typically referred to as cross-site
leaks, or XS-Leaks, and has received a lot of interest by the security
community in recent years. The XS-Leaks techniques exploit a large
variety of browser mechanisms to leak sensitive information about
opaque cross-site responses that are based on the state that the
unwitting visitor has with the targeted website. In essence, every
mechanism that deals with handling responses may be susceptible
to being abused to leak information about these responses. To date,
most vulnerabilities have been detected by manually evaluating
specific browser mechanisms, such as the Application Cache [27] or
the Quota API [58]. Because of the very varied nature of XS-Leaks,
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also a variety of defenses are needed to thwart them, and in fact,
there is no single defense that is sufficient to prevent all XS-Leaks.
This makes it very difficult for web developers to protect their users.

In this paper we aim to improve the understanding of XS-Leaks,
and more specifically study the similarities between the different
attacks, and the cause of their existence. To this end, we introduce
a model of XS-Leaks and show how in every component that is
involved with handling a response, a state-change may occur that
depends on the response. For example, when the rendering of a doc-
ument triggers certain resources to be cached, this alters the state
of the HTTP cache. In the second stage of an XS-Leak attack, the
state-change that occurred in a particular component is retrieved.
In the prior example, this can be done by performing a timing attack
to infer whether the resource was loaded from the cache. Based on
this model, we also create a taxonomy that can be used to classify
XS-Leaks and provide a clear overview of how the different attacks
relate to each other.

Furthermore, we analyze the currently supported defenses against
XS-Leaks and map these back to the model that we created, to bet-
ter understand their intent. We identify three different strategies
for defenses, namely trying to prevent state-changes from occur-
ring in certain components, accepting that state-changes will occur
and isolating these such that they can not be observed cross-site,
and preventing the responses from being based on the state of the
user by blocking illicit requests or removing authentication details.
Based on this analysis, we determine which category of attacks are
blocked by certain defenses and recommend the minimally required
set of defenses that are needed to thwart all attacks. Finally, we
introduce LEAKBUSTER, which is an interactive web application that
facilitates deploying XS-Leak defenses, and is based on our insights
of a real-world case study where defenses were deployed on wide
range of popular services.

In summary, we make the following contributions:

e We introduce a model for XS-Leaks showing how different
components that are involved with handling responses may
be abused to introduce state-changes based on the response.

e Based on this model we create a taxonomy for XS-Leaks
and use it to classify known attacks that were discovered
through an extensive literature review.

e We analyze the general strategies that are employed by de-
fense mechanisms and find that a combination of isolation
defenses and defenses that prevent illicit authenticated re-
quests are needed to thwart all attacks.

e We share the insights of a real-world case study where de-
fenses were deployed at large scale, and use these to create



LEAKBUSTER, a dynamic web interface that can be used by
web developers to facilitate the deployment of defenses.

2 BACKGROUND: SAME-ORIGIN POLICY

When the web was originally envisioned, its main goal was to facil-
itate the sharing of public static information. As a result, the site
defined in the URL was mainly there to easily access the web pages,
and was not related to any security properties, as cross-site attacks
had no practical impact. It was not until later, after cookies were
introduced to the web platform, and users could authenticate with
websites, and share private information with them, that security
became more important. However, as cookies were not designed
with security in mind, and thus are attached to all requests of the
domain they were set on, this gave rise to a new class of vulnerabil-
ities. For example, in a CSRF attack, the attacker tricks their victim
to send an authenticated request that performs an unauthorized
action on the target website, e.g. change the victim’s password.

The automatic inclusion of cookies in requests did not only en-
able state-changing attacks, but is also at the base of attacks that aim
to uncover information that a user shared with a particular website.
As this clearly has significant security and privacy consequences,
the same-origin policy was devised [36] which is a set of security
principles that ensure that one origin cannot leak any information
about resources from another origin, unless permission is explicitly
granted. As a result, the concept of an origin (scheme, host, port)
and site (scheme, eTLD+1) now is a security boundary, and infor-
mation should be confined within this boundary. This includes the
content of the response body, the header values as well as metadata,
e.g. size of the response. Due to historical and practical reasons,
some metadata is intended to be known, such as the dimensions
of an image. However, it has been shown that other, potentially
sensitive, information can be leaked across site boundaries through
various side-channel attacks. These are referred to as XS-Leaks and
are the main focus of this paper.

3 A TAXONOMY FOR XS-LEAKS

XS-Leaks have been known, although not always explicitly under
that name, for well over a decade. Prior work has mainly focused
on describing newly discovered techniques or discuss the conse-
quences of known XS-Leaks. In this paper, we take a step back
and focus on the, sometimes non-obvious, commonalities that exist
between different XS-Leak attacks. To this end, we first propose a
model that explains the source of certain leaks and use this model
as the basis for creating a taxonomy of XS-Leaks.

3.1 Running example

As a running example of XS-Leaks, we introduce a very straight-
forward search application, of which the Jinja template is shown in
Listing 1. The underlying application authenticates the user based
on the cookie that is attached to the request, and performs a textual
search on the user’s private information based on a string provided
in a GET parameter. For each result, the description is shown along
with an icon that is loaded from a CDN. We assume that the applica-
tion is secured against “typical” web security vulnerabilities, such
as SQL injection and cross-site scripting. Interestingly, despite this
fairly trivial functionality, there are multiple XS-Leak techniques

1

<!DOCTYPE html>

2 <html lang="en">

> iframe.src =

3

<body>
<h2>Search results </h2>
<div class="results">
{% for result in results %}
<img src="//cdn.com/result—icon.png">
{{ result.description }}
{% endfor %}
</div>
</body >
</html>

Listing 1: Example template of a search application.

const icon_url = 'https://cdn.com/result—icon.png'
"https://service.com/?q=password '
iframe .onload = () => {

const start = performance.now();

await fetch(icon_url);

const duration = performance.now() — start;

if (duration < 5) // loaded resource from cache

console.log ('Query had results');
else

console.log ("No results for query parameter");

Listing 2: XS-Leak attack against example application.

that can be used to leak the user’s private information. In fact, this
example is based on real-world vulnerabilities that were discovered
in a series of Google products [54].

Listing 2 shows the JavaScript code of what an adversary would
run on their malicious site to determine whether any results were
shown for a specific (attacker-supplied) keyword. The attack first
loads the resource in an iframe (although it could also open it in
a separate window using window.open() or window.opener). It
then waits for the document to load, and subsequently uses a timing
attack to determine whether the icon was loaded from cache. This
would indicate that loading the target page caused this, which can
only occur when there was at least one result for the query. In order
to check multiple queries, the attacker would need to reset the state
of the cache, and thus use any of the known techniques [65] to
remove the icon from the cache. Note that as a result of the recent
network isolation defenses, this specific attack is prevented.

The example application is also be vulnerable to other XS-Leak
attacks. For instance, detecting the size of the response gives leaks
whether there were any, and possibly how many, results [4, 56, 58].
Furthermore, a new connection might need to be established to
retrieve the icon image from the CDN, which also only happens
if there is at least one result. This can be detected by leveraging
the global limit on the connection pool [11]. In case the execution
time of processing the request depends on how many results are
generated, this may also create a timing side-channel that can be
exploited [16, 57].

3.2 Definition and threat model

For the attacks discussed in this paper, we consider a threat model
where the victim lands on a web page that is (partially) controlled by
an adversary. This could either be a malicious web page containing
arbitrary code, a compromised web page, or a web page containing
a malicious advertisement. Unless stated otherwise, we consider
that no restrictions, e.g. through the sandbox attribute of an iframe,
are imposed on the attacker’s web page.



We define XS-Leaks attacks as follows: an attack where the
adversary leverages various browser operations and observes their
direct or indirect effects in order to infer information about cross-
site resources that reflect the state that the user has with a targeted
website!. These cross-site resources are dynamically generated
based on the identity of the victim, which is typically inferred from
the included cookie, the requested endpoint, and (attacker-provided)
query parameters. For simplicity, we consider that the returned
response will be one of two distinctive options, depending on the
state of the user, where one is considered the baseline, and the other
has at least one differentiating aspect. Furthermore, the methods
used by the adversary to distinguish the two possible responses
can either exploit intentional cross-site leaks, e.g. the dimensions
of images can be directly observed, or through a side-channel leak,
e.g. the time required to fetch a resource.

Although attacks that aim to determine which websites were
previously visited by a user are closely related to XS-Leaks attacks,
these are out of the scope, and are regularly known as history
sniffing attacks or history leaks. These attacks on user privacy
typically aim to infer the changes that are persisted in the browser
by interactions that were made by the user. For example, the browser
keeps track (locally) of which web pages a user visited, and applies
a different style based on whether the URL was visited (which
could be abused to leak previously visited pages [1, 23, 46]). In
contrast, XS-Leak attacks require any change that is persisted in
the browser to be the result by an operation of the attacker, e.g., an
attacker-triggered request made to the targeted server.

3.3 A model for XS-Leaks

In order to have a better understanding of XS-Leaks, we first in-
troduce a general model, where we abstracted specific aspects of
certain attacks to focus on the commonalities of XS-Leaks. Our
proposed model, which is depicted in Figure 1, is based on an anal-
ysis of all XS-Leak techniques that are known to date, and may
be useful in directing future research on detecting novel attacks
and reasoning about defenses. In this analysis, we determined the
component that is responsible for the leak, and evaluated the reason
why the leak came into existence, and how the sensitive data was
extracted. The model reflects the threat model, i.e., we consider that
the attack takes place when the user visits an attacker-controlled
website (red browser tab in the model). This website can include a
target resource that returns a different response based on the state
of the user (depicted as the R/R’ documents), either directly, in an
iframe, or in a separate window (the inclusion is indicated by the
black arrows).

We make the observation that whenever a resource is included,
this introduces a chain of events that affects different components.
Several of the actions that are taken during the fetching and ren-
dering process introduce a side-effect that can be ephemeral or per-
sistent. As such, every component that is involved in the resource
inclusion process could potentially introduce or alter a certain state,
which can be in the form of firing an event, consuming a shared

This definition is in line with that of prior work (XS-Leaks Wiki [49] and COSI
attacks [52]), but makes it explicitly clear that the attacker aims to infer the state that
the user has with the targeted website.
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Figure 1: Model of XS-Leaks, indicating how the differentiating re-
source (R or R’) can be included (black arrow), potentially leaving
behind a state-change (S) in one of the components, that may later
be retrieved from the attacking page (red arrow).

resource or changing the value of a global parameter. The state-
changes that can occur in the various components are indicated
with a database icon marked S. As the topology of the components
is hierarchical, i.e., the client operating system embeds the browser,
which in turn embeds the different tabs, whenever the resource
traverses a component boundary (i.e. when a black line originat-
ing from the resource enters a component), a state-change may be
introduces in this component.

When the state-change is related to the differentiating charac-
teristic of the resource, an attack is successful if this state-change
can be observed by the adversary (indicated by the red lines in the
model). As such, we find that all XS-Leak attacks consist of two
stages:

(1) the state-introduction stage that is forced by the attacker by
including a specific resource in a particular way, and causes a
state-change in one or more components

(2) the state-retrieval stage where the adversary aims to detect
the state-change that occurred in the first stage, either directly,
e.g. by reading the value of a certain property, or through side-
channel information

Not only the occurrence or absence of a state-change may leak
information, but also the time at which it occurs. For instance, in
the example from Listing 2, the Promise returned by fetch() will
always resolve, but the time it takes reveals whether the resource
was served from the cache or accessed over the network.



3.4 Taxonomy

The taxonomy that we propose is based on the two stages of state-
changes that occur in a XS-Leak attack, and aims to capture char-
acteristic aspects of the different attacks. As such, we consider the
following classification properties:

Component retaining state-change When a request is made, a
number of actions are taken by the different components that
are involved with it, from the initialization of the request to the
parsing and rendering. A state-change can occur in any of the
involved components. This property indicates the component
in which the state-change that discloses sensitive information
about the resource occurs and is potentially kept. In our running
example of the cache-probing attack, the state-change occurs
in the browser, as this is where the HTTP cache is kept. Other
components that are present on the client side are the attacker
page and the victim iframe, in case a resource was included by
the attacker in the iframe. An attacker can also open a resource
in another window, and thus the state-change could occur in
this victim window. Finally, state-changes may also occur in the
underlying operating system. We also consider components at
the server-side in which state-changes may occur; for instance
in the web server. For simplicity, here we consider any system
involved with the handling and processing of requests, e.g. nginx
server, PHP code, database server, etc. The operating system or
(virtual) environment in which the web server is run can also be
the origin of state-changes.

For simplicity, we abstract the different sub-components within
the browser or operating system. For example, although the

HTTP cache and connection pool are two different sub-components,

we join them in the same general component (browser).
Resource inclusion method In order to trigger the state-changes
in the different components, the adversary can include the target
resource in various ways, for example directly, using a specific
API, for instance using an <img> to determine whether the target
resource is a valid image. In certain cases it does not matter which
method was used to include a resource and any API from the at-
tacker’s page can be used. The two remaining inclusion methods
are iframe, where the resource will be loaded in a frame embed-
ded in the attacker’s page, and an other window, in a separate
tab. This can be a newly opened tab, using the window.open()
method, or the tab that opened the attacker’s page, which can be
accessed through window.opener.

State-changed aspect Also in the context of the state-introduction
stage, we consider the particular aspect that changed during the
state-change. We consider three different aspects: change of a
property (e.g. the height of a window that is decreased because
a download bar is shown to the user), an event that is fired (e.g.
an error event on an <img> element), and the consumption of a
limited resource (e.g. a connection that is used from the limited
connection pool).

State observation method As part of the state-retrieval stage,
we consider three different methods through which a previously
introduced state-change can be observed: observation of an event
(e.g. using an event listener), reading a property (e.g. the height
for the window), and probing a property. For instance, the cache-
probing attack requires active probing of the property, i.e. using

a timing attack to detect whether the resource was loaded from
the cache (e.g. as in Listing 2).

Affected DOM API If applicable, we record which DOM API or

browser mechanism was responsible for causing the state-change.

For example the History API is responsible for keeping track of

the navigations that occurred in a window.

Information in timing For some XS-Leaks certain state-changes
will always occur; for instance a response for the request will
always be generated, but the aspect that leaks information about
the state of the user with the targeted website, is the time that
the state-change occurs. We indicate XS-Leaks attacks that can
only be successful when the timing of the state-change can be
dynamically observed by the attacker. We note that in real-world
attacks, the timing and order of state-changes may leak additional
information, e.g. by constantly monitoring the number of iframes
embedded in the target document [31], but here we only record
whether timing information is strictly necessary to launch an
attack.

Intended cross-site information Certain exceptions to the same-
origin policy exists, and some information is intended to be ac-
cessed cross-site. For example, the dimensions of an image are
provided to the website that includes it.

Idempotency In certain cases the state-change that occurs may
be permanent and can not be reverted to the previous state, thus
preventing an attacker from making multiple observations. Such
cases are thus non-idempotent. An example is the download bar
that appears when the target resource is downloaded: as the user
needs to actively close the download bar, the attack can only be
used to detect the download navigation of a single resource.

Differentiating aspect Depending on the state of the user, a re-

sponse will be generated that differs in a particular aspect. Typ-

ically, each XS-Leak technique can be used to infer one par-
ticular aspect. This could be a response header (e.g. Content-

Disposition), the contents of the response body (e.g. the number

of iframe elements it contains), metadata of the response (e.g. the

size of the response body), or generation characteristics (e.g. the
time required to process a request).

4 CLASSIFYING XS-LEAKS

In this section we apply our proposed taxonomy to known XS-Leaks
attacks to better understand the underlying causes, which in turn is
useful to understand how the defenses aim to tackle these (discussed
in Section 5), and explore opportunities for future research. We
aggregate known XS-Leaks by performing a systematic literature
review: we consider all papers that were published in the last five
years in a well-known security conference (Security & Privacy, CCS,
NDSS, USENIX Security, ACSAC, AsiaCCS), or an attack- or web-
focused workshop (WOOT, W2SP, and SecWeb). We included every
paper that presented an attack where the threat model matches the
one required for XS-Leaks, and where the attack could be used to
leak information from cross-origin resources. We further extended
this set of attacks with those reported in blog posts, online articles,
or in disclosed bug reports to major browser vendors. In total we
consider 32 distinct XS-Leak techniques.

We group together attacks based on the core mechanism that is
used to leak the information. For instance, Bortz and Boneh showed



that the time to download a response relates to the size of that
response [4]. Gelernter and Herzberg introduce an amplification
attack where the difference in response size grows extensively [16,
§3.1], making the attack significantly more accurate, but still uses
the original mechanism to leak the information. Similarly, in an-
other attack introduced by the researchers, the execution time
on the server is amplified [16, §4], which is similar to what Van
Goethem et al. measure in their timeless timing attacks [57].

The classification of known XS-Leak attacks is shown in Table 1,
and a brief summary of each attack is provided in the Appendix,
Section A. Based on these results, we can make several observations.
It can be seen that there is a lot of diversity in the attacks: state-
changes that occur in all components are responsible for at least
one attack. The majority of the leaks are caused by state-changes
in the attacker page. We believe the reason for this is twofold:
1) most mechanisms that can be used to include remote cross-
site resources originate from the attacker page, and any resource-
dependent parsing or processing is likely to introduce a leak, and
2) the state-changes that occur in the attacker page are mostly
directly observable and thus easier to detect, and in many cases even
described in the specification. On the other hand, it is not directly
clear that creating a new connection will consume a limited resource
(the connection pool), which only has an observable side-effect after
actively probing for the state-change. As such, we consider it an
interesting direction for future research to systematically detect all
different subcomponents in which state-changes may occur.

We found six attacks where the cross-site information is delib-
erately made available across sites. These can be roughly divided
into three different categories. First, in some cases the correct func-
tioning may require the information to be accessible across sites,
or its functionality would make it virtually impossible to hide this
leak. An example of this category is the load or error event on
images or scripts, where the web developer needs to know whether
an image was correctly loaded. A second category are the intended
cross-site information transfers that exist out of historical reasons.
For instance, many years ago, when web developers used an ex-
tensive number of frames to create their web pages, having access
to the number of frames in a page was essential. However, as web
pages start using them, it becomes more difficult to deprecate such
features in order to remove them from the web platform [63]. The
third category consists of mechanisms where the targeted web page
intentionally discloses information to their (cross-site) embedder.
In our literature review, we only found evidence of the postMes-
sage() API but also mechanisms that can relax the same-origin
policy could be included, for instance CORS and Resource Timing
API, when their policy is set too broad.

Another interesting observation is that the mechanisms aimed
at defending against XS-Leaks can also be the source of a leak
themselves. For instance, if the CORP header is only enabled based
on the state of the user and the response that is generated, an at-
tacker could leverage this to leak information. Hence, it is important
for web developers to consistently apply the defenses, and ensure
features are not enabled conditionally.

5 DEFENSES BASED ON XS-LEAKS MODEL

In recent years, there has been an explosion of different defenses
that aim to thwart XS-Leaks. In this section we analyze the different
strategies that were taken by current defenses. We consider four
classes of defenses, namely 1) those that prevent state-changes from
occurring in the browser, 2) defenses that aim to isolate sites from
each other, 3) defenses that aim to prevent the differentiation of the
response and thus prevent user state from being embedded in the
response, and finally 4) defenses that target specific issues.

5.1 Preventing state-changing effects

Whenever a resource is embedded, state-changes could be intro-
duced in every component that this resource passes through, rang-
ing from the attacker page to the client’s operating system. By
preventing the resource to be fully loaded or stopping its rendering,
certain state-changes may not occur, and thus the components can
be safeguarded from XS-Leaks. In the running example introduced
in Section 3.1 the target resource is included as an iframe, and the
parsing and rendering of this resource will trigger the icon image
to be loaded and eventually added to the HTTP cache. By prevent-
ing the resource from being loaded in an iframe, this particular
XS-Leak will thus be mitigated (note: an attacker can still trigger
the rendering of the resource by opening it in another window).
There are two main methods that can be used to enforce a fram-
ing protection, namely by setting the X-Frame-Options header
or by using frame-ancestors directive of CSP. As soon as the
browser encounters any of these two policies, it will stop loading
the resource and prevent if from rendering.This thwarts attacks
that require the target resource to be included in an iframe, and
based on our taxonomy, we can make the following expression that
captures all attacks that are mitigated by this defense:

Defense: framing protection
XS-Leaks thwarted: inclusion_method = {iframe}

By default, a website’s resources can be included by any other
(cross-site) web page, in any context (i.e., as a script, image, video,
...). There are two defenses that can be used to force the browser to
block loading these resources. One can be set by the server through
the Cross-0Origin-Resource-Policy (CORP) header [35]. When
the header’s value is set to same-site or same-origin, the resource
cannot be read by a cross-site web page, and the browser will even
block loading the resource.A related mechanism is Cross-Origin
Read Blocking (CORB), which is enabled by default in Chromium-
based browsers [8]. Implementation in other browsers is expected
to follow as a specification is being created for a similar mecha-
nism [59]. Originally designed as a defense against Spectre attacks,
CORB will block “sensitive” cross-site responses from being passed
to the renderer process (thus making it inaccessible to Spectre at-
tacks). Responses are considered sensitive based on their content
type (i.e., JSON, HTML, and XML).Because blocking only occurs af-
ter the redirection chain, leaks that aim to infer this information are
still feasible. Furthermore, CORB and CORP only affect resources
that are included directly on the attacker’s page, and not via an
iframe or other window.
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Defense: CORB/CORP

XS-Leaks thwarted:
differentiating_aspect N {content, metadata} + 0 &&
component = {attacker_page] && inclusion_method = {direct}

5.2 Isolation defenses

Another strategy that can be used to defend against XS-Leaks, is to
allow the state-changes to occur, but either ensure that this hap-
pens in an isolated environment, or prevent access to the state,
also by means of isolation. For example, as the result of the re-
cently implemented network isolation defenses, Chrome and
Firefox partition the HTTP cache as well as several other network-
level properties based on the “site” of the top-level document, and,
depending on the implementation, also based on the site of the em-
bedding document (which could be an iframe). Safari has adopted
partitioning of the HTTP Cache in 2013 [61], but did not isolate
other network properties. If an attacker would use a separate win-
dow to perform the XS-Leak attack against our example application
from Section 3.1 (e.g. because XFO prevent the attack via an iframe),
the state-change would still occur, i.e., the icon image would be
cached, but could not be directly observed by the attacker. More pre-
cisely, because the attacker does not share the same HTTP cache as
the victim, changes made in the victim’s cache can not be detected.

Defense: network isolation

XS-Leaks thwarted:
component = {browser} && inclusion_method # {direct} &&
affected_API = {HTTP_cache?}

Another isolation defense is based on preventing attackers from
retaining references to other windows. This defense can be en-
abled through the Cross-Origin Opener Policy (COOP), by setting
the similarly named response header [34, 67]. At the time of this
writing, the header is supported by all major browsers except for
Safari [6]. In essence, when the policy’s header value is set to same-
origin, it ensures cross-origin pages do not have a reference to it.
For example, this prevents the attack that counts the number of
frames in a page from accessing the window. frames. length prop-
erty. Because an attacker page can also include the target resource
in an iframe, it is important that this defense is complemented with
framing protection. An interesting consequence of this defense is
that because the attacker loses a reference to a newly opened win-
dow, this window cannot be closed, and thus attacks that require
opening the target resource in a new window will have to open
many new windows, and will thus not be stealthy.

Defense: COOP
XS-Leaks thwarted:

inclusion_method = {other_window} ||
component = {victim_window}

To counter attacks that leverage state-changes occurring at the
microarchitectural level, or that are related to the process in which
web pages are rendered and executed, a new isolation primitive, site
isolation, was introduced [39]. In essence, site isolation ensures
that documents of different sites are rendered in a separate process.
This means that as long as no sensitive cross-site resources are

2 Any other mechanisms that are partitioned should also be included in this set.

loaded into the renderer, these are protected from attacks such as
Spectre. However, because resources can be included in a cross-site
context by default, this defense mechanism should be considered a
primitive, and needs to be combined with other defense, such as
CORB/CORP, Fetch Metadata, or SameSite cookies. Nevertheless, as
a side-effect of this defense, event loops are now executed per-site,
and thus the Loophole attack that leverages the event loop of the
renderer process has been mitigated.

Defense: site isolation

attack = Loophole
XS-Leaks thwarted:

(only renderer event loop attack)

5.3 Stateless responses

A third defense strategy that can be applied to counter XS-Leaks
is to prevent responses from containing any sensitive user-state.
This type of defense is related to those aimed to thwart Cross-Site
Request Forgery (CSRF) attacks as both need to validate the authen-
ticity of requests and only allow those that are intended. In fact,
defenses against CSRF can also be effective to counter certain XS-
Leaks. For instance, requiring a unique, unguessable token (CSRF
token) in the request ensures that only requests that were triggered
by the web application itself are permitted. When a static response
is returned for illicit requests that do not contain a valid token, the
attacker cannot learn any user-specific information. However, as
direct navigation requests to web pages should be allowed, and
can by definition not contain a token, these pages can not be pro-
tected by a CSRF token (it is for this reason that CSRF tokens are
typically only applied to POST requests). Moreover, if a web page
would include subresources or make API calls that are protected
by a CSRF token, these would still be loaded (and possibly cause
state-changes) when the page is included as an iframe or window.

Defense: CSRF token

inclusion_method = {direct] &&
XS-Leaks thwarted:

resource_type # document

Another option to ensure that no action is taken on the victim’s
behalf (CSRF defense), or that no user-specific information is em-
bedded in the response, is by preventing the cookie from being
attached to the request. This can be achieved by using the Same-
Site attribute on cookies [32]. When the attribute is set to Lax, the
cookie will not be included in cross-site requests, and thus the web
server will not be able to authenticate the user, and thus can not
include user-specific information in the response. This effectively
defends against all attacks that require embedding the resource
directly from the attacker page. However, when the target resource
is included in an other window, the cookies will still be embedded
in the request, and attacks such as measuring the execution time
are still possible. At the time of this writing, the default value for
the SameSite attribute is Lax in Chromium-based browsers [5], and
Firefox intends to also make make this the default [29].

Defense: SameSite cookie
XS-Leaks th d component = attacker_page &&
Bkl (R inclusion_method N {direct, iframe} # 0

To give web developers more insights on what caused the browser
to send a request, the Fetch Metadata request headers provide



information on the context in which a request was made. More
specifically, the Sec-Fetch-Site header indicates whether the re-
quest was made in a cross-site, same-site or same-origin context, or
whether request was the result of a navigation request. Similarly,
the Sec-Fetch-Mode indicates the “mode” in which the request
was made: using CORS or not, as the result of a navigation, or for
a WebSocket. By combining the different headers and evaluating
their values before the request is processed, the server can deter-
mine the legitimacy of the request and return a static (stateless)
error message when the request is considered illegitimate. When
implemented correctly, this can effectively thwart many XS-Leak
attacks.

Defense: Fetch Metadata
XS-Leaks thwarted: inclusion_method N {direct, iframe} # 0

5.4 Targeted defenses

Because the browser is run on physical hardware that has specific
constraints, i.e., resources such as hard disk or number of connec-
tions are limited, there are constraints that will need to be enforced,
or that may cause unintended side-effects, e.g. when the entire
disk space is consumed. In our classification, we found four attacks
that exploit the consumption of a limited resource in the browser
level: event loop timing, response size leak by exploiting the global
limit, detecting connection based on the connection pool limits,
and detecting whether a redirect occurred. The former has been
mitigated as a side-effect of site-isolation defenses [39] where sites
are placed in separate processes, and thus no longer share the event
loop with other sites. The response size leak was fixed by intro-
ducing randomness: whenever a cross-site resource is added to the
cache, a random padding was added to the quota. This effectively
prevents the adversary from learning the response size, as they can
not account for the additional noise originating from the padding.
To date, the leak based on the global connection pool has not been
mitigated; we believe it is interesting to further explore whether
this can also be mitigated by introducing noise or adding an iso-
lation layer. To the best of our knowledge the attack that infers
whether a redirect occurred by leveraging the maximum number
of requests that can occur before a network error is returned, has
not been mitigated either.

5.5 Stopping all XS-Leaks

Because of the variability in the types of XS-Leak attacks, there is
not a single defense mechanism that prevents all XS-Leaks. Instead,
a combination of multiple defenses, both those that are enabled by
default in the browser, and those that need to be opted-in to by the
website are required. We found that in order to defend against all
currently known XS-Leaks, the smallest set of defenses that need
to be combined are the following three: Fetch Metadata, COOP
and site isolation. Fetch Metadata can prevent the server from
processing requests that are sent in an unexpected (and thus likely
illicit) manner, for instance when a cross-site document resource
would be included directly on an attacker page. The server should
only allows top-level navigations and same-origin or same-site re-
quests based on the Fetch Metadata headers; in this case the request
will also be blocked when the resource is included as an iframe. By

explicitly blocking the request before processing it, instead of its
rendering at the client side with framing protection, no timing in-
formation can be leaked from the response-generation process. To
protect users of browsers that do not (yet) support Fetch Metadata,
it is also possible to ensure that the cookie used for authentication
has the SameSite attribute set to Lax. This will prevent the cookie
from being sent along cross-site requests to subresources on the
attacker page.

Because the server can not distinguish intended navigational
requests from those that are triggered by the attacker, and SameSite
Lax cookies will still be included in top-level navigations, COOP is
also necessary to prevent the adversary from including resources
in another window. Note that despite of COOP, windows can still
be opened, but these can not be closed or navigated away from,
making an attack practically infeasible. At the time of this writing,
Cross Origin Opener Policy is not supported in Safari, making it
infeasible to defend against attacks that leverage navigations in
another window. Finally, browsers should enable site isolation to
prevent cross-site secrets from ending up in the same process as
the attacker’s. Site isolation is enabled by default in Chrome [10],
being deployed in Firefox [15] (and available behind a flag), and
not supported in Safari.

6 REAL-WORLD DEPLOYABILITY
CHALLENGES

As a case study of deploying defenses for XS-Leaks at scale, we
report on the approach and challenges that a large technology
company faced when deploying two important XS-Leak protections
across 500+ services serving over a billion users. More specifically,
COOP and a defense based on Fetch Metadata were deployed. For
the latter, a policy was selected that only allows same-site requests
and top-level GET navigations; this policy is typically referred to
as Resource Isolation Policy (RIP) [62, 73], and will be referred
to as such in the remainder of this section. The information and
insights were obtained by working and discussing with the team
that deployed these defenses.

When dealing with hundreds of different services, it is not practi-
cal for the security team to directly collaborate with each service on
every change. Instead, a predefined process for large scale changes
was followed; this process is used company-wide whenever broad
changes that affect hundreds of different packages are affected.
When deploying security features, the general methodology fol-
lowed in the process is as follows:

(1) Prototype with 2-3 high priority products to carefully roll out
enforcement, working closely with the product teams.
— This ensures that the security policy is possible to deploy in
practice and indicates potential deployment challenges.
(2) Change a core framework so that all newly created services
already enforce a given security policy.
— This prevents backsliding so that progress can be made over
time and newly created services remain unaffected.
(3) Deploy a report-only version of the policy in order to gather
quantifiable data and insights about compatibility.
— This makes it possible to understand how users interact with
products in the real world. Oftentimes a product may not
have been designed to be used in one way (for example,



in a popup) but in the real world users often depend on
unexpected workflows that are important to not break.
(4) Monitor reported violations in order to find endpoints that need
special exemptions.
(5) Once there are no remaining violations for a given service,
enable enforcement.

— Enforcement is rolled out gradually in stages. Over a 1 week
period the enforcement is first gradually ramped up for com-
pany employees, after which a similar deployment is done
for all users.

The deployment of RIP and COOP was very similar, with a few
exceptions, as the former is enforced at the server side (based on
request headers) and the latter at the client side (based on response
headers). A key difference is in the reporting: the initial COOP
header did not have a report-only header (required for step 3).
Hence, the security team worked with browser vendors to add
support for the header. For RIP, the reporting is done at the server
side, and thus it can easily be analyzed which requests would be
blocked (and thus may require a relaxation of the policy).

COOP enforcement was first deployed such that newly created
services using a core framework would have it enabled. Over the
next couple months, about two dozen newly created services were
launched with COOP enabled by default, providing confidence that
COOP can safely be rolled out at a larger scale. Subsequently, a
report-only policy was gradually rolled out across 500+ services.
Interestingly, a bug in Chrome’s implementation of COOP caused
the browser to crash in specific cases [7]. Because of the gradual
roll-out, this was detected early on, and the impact remained limited.
Once this issue was mitigated by Chrome, reporting was ramped
up to 100% of the traffic.

The reported violations are automatically collected, processed,
deduplicated, and denoised before they are manually analyzed. A
report is characterized as “noise” if it is non-actionable for a product
team (whether due to browser bugs, irregular user behavior, or other
software interfering with how a website is supposed to work). In
contrast to CSP reports, which can be noisy [25], COOP reports
were found to contain minimal noise, and the noise is generally
easy to identify. Before switching to an enforcing COOP policy, all
reports were first resolved, either by understanding the source of
the noise or by fixing the root cause of the report. The main source
of noise are:

(1) Third-party sites opening one of the services in a popup and
monitoring the closed attribute to determine if the user has
closed the popup. In these cases it was discussed with the prod-
uct team to determine whether this behavior should be sup-
ported.

(2) A variety of browser extensions trigger COOP violations (often
by injecting code that interacts with window.opener). Ina 1
week period, these represented ~300 reports across 50+ services.
These reports were filtered out by checking the sourceFile of
the report to determine if it was caused by a browser extension.

(3) A commonly used library checked window.opener. length. Fil-
tering out reports from this library filtered out ~2% of all viola-
tion reports.

After the noisy reports were filtered out, hundreds of endpoints
were identified that needed to be opened in a popup, and required a

relaxation of the policy, prompting hundreds of changes that were
automatically created, tested, shared for review, and merged.

For COOP, ~2% of all endpoints (spread across 14% of services)
needed an exempted policy of unsafe-none. Since all of these
services use client-side navigation, same-origin-allow-popups
needs to be set for any endpoints on a service if a service ever needs
to open and interact with popups. This represented another 14% of
services. For RIP, ~3% of all endpoints (representing 8% of services)
needed an exemption.

Unfortunately, to prevent introducing new XS-Leaks attacks,
the COOP reporting API has certain known gaps where it will not
trigger a report even though a violation occurred. This means that
a lack of reports does not necessarily mean that it is safe to enable
enforcement. A list of known ways in which this can happen was
created and each product team was asked whether they thought
they fell into any of the incompatible patterns. We elaborate on the
different reporting gaps is listed in the Appendix, Section B.

Lessons learned. To deploy XS-Leaks defenses at large scale,
we believe that a data-oriented approach driven by user-generated
reports has several key advantages. First, not every service needs
to be manually analyzed for the sometimes subtle or unclear causes
that would violate a policy. Second, due to a large variety in users’
systems, and in the way that services may be used by third-party
services, manual testing in an isolated environment would result
in many violations to be missed. Finally, by observing violations
over an extended period of time, accurate predictions can be made
on the potential side-effects of enforcing new defenses, and an
educated judgment can be made whether these are outweighed by
the security benefits. When deploying features that are relatively
new, and possibly not extensively tested, a gradual roll-out process
can ensure that issues are uncovered early on, and few users are
affected. In this case study, XS-Leaks protections were successfully
deployed on 500+ services, providing additional security to over a
billion users.

7 FACILITATING DEFENSE DEPLOYMENT

Defenses against XS-Leaks still have a low adoption rate. Based
on the latest dataset from HTTP Archive (May 2021), CORP is
adopted by 0.84% of websites, and the adoption of COOP is even
lower, at 0.03%. We believe there are several factors that play a
role in the limited deployment of these defenses. First, the defenses
have only been introduced relatively recently (first supported by a
major browser: CORP in March 2019, COOP in May 2020). Second,
because XS-Leak attacks have only recently gained in popularity,
a large fraction of website developers may not be aware of these
attacks and thus do not try to protect against them. Finally, because
of the diversity of XS-Leaks, it may not be clear to developers which
defenses are needed to protect against all attacks, and what the
potential consequences of relaxing a policy for a particular endpoint
can be (and how those can be further protected).

7.1 LEAKBUSTER

To facilitate the adoption of XS-Leak defenses and assess their
impact, we created LEAKBUSTER, a dynamic web interface that
is based on our model and analysis of the defenses presented in
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Figure 2: The framework used to track XS-Leaks prevalence across
browser versions.

Section 5. LEAKBUSTER allows web developers to indicate which XS-
Leak defenses they have currently enabled, and will automatically
determine and display which XS-Leak attacks are defended against
and which might still be exploitable. Furthermore, it will provide
suggestions on how to further secure their website against XS-
Leaks, and provide an overview of points of attention when the
website needs to exempt certain endpoint from security policies.

As support for different XS-Leak defenses differ depending on
the browser engine and version, and certain browsers have built-in
security mechanisms, it is important to take this into account when
providing guidelines on how to adequately protect all users. As
new defenses are regularly implemented, and it may not always be
evident which side-effects a certain change in the browser could
bring along, we created a framework as part of LEAKBUSTER to eas-
ily keep the information up-to-date. An overview of the framework
that we use to automatically assess a browser’s built-in protections
against certain XS-Leaks, as well as validate their support for de-
fense mechanisms, is shown in Figure 2. For all XS-Leaks attacks
that we managed to reliably replicate, we created a proof-of-concept
implementation, and then used an automation framework to test
the PoCs on all available versions for Chromium (75 versions [9])
and Firefox (74 versions [33]). Whenever a new browser version is
released, it can be tested using only a single instruction. When the
PoCs are launched in the browsers, they access the resources from a
dynamic web server that returns responses with the required head-
ers and body. It will then be determined whether the XS-Leak could
be successfully exploited, or was thwarted by a countermeasure.

The results of running the framework on historic browser ver-
sions is shown in the Appendix, in Table 2. Interestingly, we find
that several XS-Leaks such as frame counting and detecting redi-
rects by means of the History API have been present in the web
platform (for both Chromium and Firefox) for a very long time;
starting from the first browser version that we could use for au-
tomation, which was released in 2012. For most other leaks, we find
that the presence of the leak often coincides with the introduction
of a new feature or API (e.g. AppCache, Fetch). As new features
are constantly being added to the web platform, these should be
thoroughly analyzed for any state-changes that they may cause, or
whether they could be exploited to infer the state introduced by
another mechanism. The code of LEAKBUSTER (both the web inter-
face and automation framework) will be made publicly available
upon publication of this paper.

8 RELATED WORK

Most related to our paper, is the research by Sudhodanan et al. [52]
and the XS-Leaks wiki [49]. Both provide an extensive overview of
XS-Leaks, and mainly focus on the type of information that can be
inferred, and introduce classes that are mainly descriptive of how
an attack is performed. In our work, we focus on uncovering the
cause of XS-Leaks by introducing a model and taxonomy, showing
the different stages of XS-Leaks and that state-changes can occur
in different components. Through this view, we also provide a
better understanding of how current defenses work against these
leaks For an overview of known XS-Leaks attacks, we refer to the
classification in Table 1, with an accompanying summary of each
attack in Appendix Section A.

In their research, Schwenk et al. evaluated the implementation
of the same-origin policy in different browsers and detect varying
browser behavior because of the lack of a formal specification [43].
Other violations of the same-origin policy have been explored by
Somé, who found that the permissions of browser extensions could
be leveraged to leak data across site-boundaries [48]. Schuster et
al. present an attack where contention on the network layer is
abused to infer which videos are being played by the user based
on the bursts on the network [42]. We believe that this technique
could potentially also be used as an XS-Leak, to infer information
about web pages. Finally, Franken et al. explored how same-origin
policy violations could be abused in browser engines that are used
to display e-books [13].

Two related research topics that often leverage similar tech-
niques that can leak previously visited websites and fingerprint
the browser and system environment of the user. In contrast to
XS-Leaks, history leaks aim to infer the state that is retained in the
browser by a prior visit of the user, and thus the state-introduction
occurs inadvertently (and is not initiated by the attacker). The state-
retrieval stage, can be very similar to XS-Leak attacks. For instance,
an adversary can exploit a timing leak in CSS filters to extract
whether a link is displayed in the :visited style [1, 46]. Similarly,
in older browser versions, the attacker could simply read out the
computed style to infer whether a certain URL was previously vis-
ited [3, 46]. More recently, Karami et al. [20] and Lee et al. [26]
showed that the service worker cache could also be exploited to
infer whether a user previously visited a specific website.

In fingerprinting attacks, the adversary may also resort to using
techniques similar to those in the XS-Leaks to infer the state of the
browser or system (which is typically introduced by the interaction
between the client and the browser). For example, it has been shown
that it is possible to reveal which browser extensions are installed
through timing attacks [41, 55], or by the changes that the extension
make to web pages [24, 51]. Finally, prior work on user tracking
has focused on introducing a known state in the browser that can
later be retrieved to re-identify the user. These methods typically
include leveraging a method that persists information based on
the resource’s response, such as caches [47], DNS [22], TLS session
state [14, 53], etc.

9 CONCLUSION

XS-Leaks are complex and can occur in all different components
of the web ecosystem. In this paper we abstracted away from the



specific details of the techniques and created a model to create a
better view of what causes the attacks. We find that XS-Leaks are
based on two subsequent phases. In the state-introduction phase the
attacker includes a target resource in a specific way, in an attempt
to introduce a response-dependent state-change in a particular com-
ponent. In the following state-retrieval phase, this state-change is
then detected, leaking information about the cross-site response.
Based on this model, we also analyze the current defenses, and find
that these either aim to prevent state-changes from occurring, pre-
vent the state-changes to be observed, or ensure that the cross-site
response is not based on the user’s information. Finally, motivated
by a real-world case-study on deploying XS-Leaks defenses at large
scale, we introduce LEAKBUSTER, a web application that aims to
facilitate the deployment of defenses by giving suggestions based
on already-deployed mechanisms, and indicating which attacks
could still be launched when certain exceptions need to be made.
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SUMMARY OF XS-LEAKS

(in)valid script/image/... When including a resource as a script

or an image, this will trigger an error event in case the content of
the resource does not match the expected content. For instance,
including an HTML resource in an <img> element will trigger
an error event, whereas a valid image resource will result in a
load event.

client redirect (load event) When a document resource is included

as an iframe, the load event will be fired every time a document

is loaded. Therefore, when a client-side redirect occurs after the
document has loaded, the load event will be fired multiple times.

server redirect (max redirect count) According to the Fetch spec-
ification, when twenty server-side redirects occur, a network
error will be returned. As such, to determine whether a specific
resource causes a redirect, the attacker can first make a request
to their own server and redirect 19 times, after which a redirect
to the target resource occurs. If this resource redirects, a network
error can be observed, otherwise the resource will be loaded.
Note that this method can also be used to determine the exact
number of redirects that occur.

server redirect (CSP violation) By defining a (restrictive) Con-
tent Security Policy on their page, the attacker can determine
from which hosts resources are allowed to be loaded. In case
a resource from a different host is loaded, this will result in a
violation of the CSP, which can be observed by listening for a se-
curitypolicyviolation event. As such, this allows an attacker
do determine whether a resource redirects to a host that is not
defined in the allowed sources according to the attacker’s defined
CSP policy.

server redirect/status (AppCache) Entries in the AppCache man-
ifest that redirect or have a non-200 status code will cause an
error event on the applicationCache object; in case no redirect
occurs, the cached event will be fired. This allows an attacker to
determine whether a certain resource will cause a redirect.

server redirect (Fetch manual) When the redirect option of
in the fetch() call is set to manual, the returned Promise will
resolve in case a redirect happens, otherwise the promise will be
rejected. The attacker can determine whether a redirect occurred
by interpreting the resolution of the promise.

element id focus When a document resource is loaded in an iframe
where the URL fragment is set to the ID of a DOM element on the
page, the browser will focus this iframe, causing the embedding
(attacker) page to lose focus, which can be observed by listening
for the blur event.

overly broad postMessage To allow for cross-site communica-
tion, the postMessage API can be used. For instance, an embed-
ded page can send a message to the top-most page by using
top.postMessage(msg, origin). The second argument of this
function defines the origin for which the message is intended. If
this is set to the wildcard *, the message will be sent regardless
of the origin of the attacker.

detect CORB’ed JSON responses When a valid JSON document
is included as in <script> element, it will cause a SyntaxError,
which can be observed by listening to the error event. However,
if the response is blocked by CORB, the body will be emptied,
and no syntax error will occur.

detect CORP header Similar to the CORB’ed responses, if a CORP
header is present and it is not set to cross-origin, it will be
blocked, which can then be observed in the attacker page. Alter-
natively, to detect it when it is set to cross-origin, the attacker
can set the COEP header on their page to require-corp, which
will prevent the resource from loading if the CORP header is not
present.

detect COOP header When a page sets the COOP header, it will
prevent other pages from retaining a reference to it. Hence, to
check whether the COOP header is set, the attacker could open
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the resource in a new window, and then verify whether the
reference to this window is still available.

detect XFO (<object>) When a document resource is included in
an <object> element, and it sets the X-Frame-Options header to
DENY, no load event will be fired on the object element. Without
the XFO header, the event will be fired.

detect XFO (Resource Timing) Typically, when a resource is loaded,

a new PerformanceResourceTiming entry is created. However,
in Chromium-based browsers, this does not happen when an
XFO-enabled document resource is loaded in an iframe.

response size estimate (parsing) The time it takes to parse a re-
source as an audio or video element depends on the size of the
resource. Hence, by measuring the time (repeatedly), an estima-
tion of the response size can be made.

response size estimate (Cache API) The time it takes to add or
remove a response to the cache (using the Cache API), depends
on its size. By repeated measurements, an estimate of this size
can be obtained.

response size (Quota API) To prevent abuse, the available quota
that each website is provided with, is limited. The available
quota can be retrieved from by calling the following API: naviga-
tor.storage.estimate(). A website can observe the currently
allotted quota, force the target resource to be cached (using the
Cache API), and observe the quota again. The size of the resource
will be the difference between the two values.

response size (global quota eviction) Next to a per-site quota,
there also exists a global storage quota. When this limit is reached,
the least-recently used site will be evicted. If an attacker can force
one of their sites to be evicted (of which they know the size),
they can retrieve the size of the response by adding the target
resource to the cache and then fill up the remainder of the global
quota byte by byte, until another eviction occurs.

cross-site pixel stealing When a page embeds a document re-
source in a frame, it can perform certain manipulation on what
is visually displayed. For instance, SVG filters and CSS rules can
be applied. In case the execution of applying these filters on un-
trusted data, i.e., the pixels of a cross-site page, is not performed
in constant-time, the timing information can be abused to extract
text and other visuals from the targeted page.

response status (AppCache)

appearance of download bar When a resource that is opened
in a new window is served with the Content-Disposition:
attachment header, it will be downloaded by the browser. In
Chromium-based browsers, this will cause the download bar to
appear, causing the height of the window to be reduced. This
download bar will remain there until it is closed by the user.

cache probing When a resource is added to the HTTP cache, it
will be loaded much faster in comparison to retrieving the re-
source over the network. When a specific document resource is
loaded in an iframe or window, this may cause specific (other)
resources to be added to the cache. The attacker can then use a
timing attack to determine if any resource was cached. Cached re-
sources will remain in the cache until they are invalidated, hence
making this technique non-idempotent. Nevertheless, there exist
various techniques that allow an adversary to remove specific
entries from the cache.

Loophole (event loop timing) Browsers make use of event loops
to handle the different events that happen. When an event loop
is shared by different cross-site pages (in particular the attacker
page and its target page), the attacker page can leak the time
that the other page requires to handle events by continuously
triggering events and observing the delay between them (a larger
delay indicates that an event had to be handled for the other
page).

Safari ITP leaks The Intelligent Tracking Prevention mechanism
in Safari browsers maintains a list of domains to which several
cross-site requests are made. Whenever a cross-site request is
made to a particular site, that domain is given a strike, and after
sufficient strikes from a sufficient amount of top-level sites, the
domain will be added to the ITP list. When cross-site requests
to domains on the ITP list are made, the Referer header and
any cookies will be stripped. To perform an XS-Leak attack, the
attacker can trigger the loading of the target document resource,
and afterwards use various side-channels to infer whether this
caused any particular domain to be added to the ITP list. Be-
cause the ITP list is only cleared when the browsing history is
cleared, the attack is non-idempotent. Note that this issue has
been mitigated in Safari.

detecting connections (pool limit) The global number of con-
current connections is limited, and when it is reached, the least-
recently used connection will be terminated. An attacker can
thus determine how many new connections the rendering of
the target document resource caused by first establishing the
maximum number of concurrent connections to their server, and
then detecting how many of those were closed by the user.

CPU cache attacks When a document resource is rendered in the
browser, this typically results in various executions on the CPU,
which in turn results in various changes at the microachitectural
level. Prior work has (repeatedly) shown that the trace of changes
made to the last-level cache can identify which websites are being
visited, i.e., in a website fingerprinting attack. As this technique
allows distinguishing two different execution traces of rendering
a document resource, it could in theory also be leveraged to
launch XS-Leak attacks.

response timing (size) On the downstream connection between
the server and the client, the time it takes the server to send
the entire response to the client will depend on the size of the
response. By measuring this time, an adversary can distinguish
small and large responses.

frame counting When the attacker has a reference to a window
in which the target resource was loaded, they can retrieve the
number of frames that are loaded in this document by accessing
the frames. length property. It is also possible to determine the
number of frames in the entire frame-tree, for instance by check-
ing frames[@].length for the number of iframes embedded in
the first frame.

no navigation due to download If a resource with the Content-
Disposition header set to attachment is loaded in an iframe
or window, this will cause the resource to be downloaded and
no navigation will occur in the iframe or window. As a result,
the document’s origin remains about:blank. In this case, the
attacker can still access SOP-protected attributes, such as win-
dow.origin.



window.name leak By setting the window.name property, a name
is given to the current browsing context. When the document
within this browsing context is navigated to a different page, this
name is retained, and thus becomes available across origins.

client redirect (History API) The History API keeps track of
which navigations occurred, which is accessible through the
History.length property. An adversary can navigate a separate
window to the target resource and wait for it to finish loading, and
subsequently navigate that window to an attacker-controlled web
page. By accessing the history.length property, the attacker
will be able to infer how many client-side redirects or calls to the
history.pushState() API were made by the target resource.
Note that server-side redirects using the Location header are
not counted.

response timing (execution time) The time it takes to generate
a response might depend on the state of the user; for instance if
the user is able to access a particular resource such as a private
group on a social network site, the server might take additional
steps to retrieve these, resulting in a timing difference. The com-
putation time can be observed with a typical cross-site timing
or a timeless timing attack. An attacker could try to inflate the
measured timing difference to reduce the measurement noise
introduced by jitter.

XSSI Some websites may dynamically generate JavaScript that
contains potentially sensitive user information. An attacker can
embed this JavaScript in their page, and then read out the sen-
sitive data, either by accessing a global property, overwriting a
prototype, or redefining global APIs.

B COOP REPORTING GAPS

The experience of deploying COOP at a large technology company
discussed in Section 6 gave insight into 3 gaps in COOP reporting
where no reports would be triggered, but enforcing COOP could
lead to a breakage. These three scenarios are included below so as
to assist other sites in deploying COOP.

B.1 Iframe Window Interactions

If a page enables COOP, all iframes on that page also get COOP
enforced. This means that if a page enables COOP and it embeds
a page that needs to open popups and interact with them, it may
break. See this diagram:

site.com
COOP: same-origin

Iframe of other.com ?

Popups

other.com

B.2 Redirects

If:

(1) A page enables COOP enforcement

(2) That page redirects to a page without COOP enforcement
(

3) Some other service window. opens the page with COOP enforce-
ment

(4) That service then tries to use the window reference for cross-
origin communication

Then things can break without triggering a COOP report. See
this diagram:

site.com Popups
COOP:

same-origin-allow-popups

other.com
COOP: same-origin

Redirects

site.com
COOP: unsafe-none

B.3 Iframe Sandbox
If:
(1) A page contains an iframe with sandbox="allow-popups" but
without allow-popups-to-escape-sandbox
(2) That iframe opens a popup to example.com/endpoint
(3) example.com/endpoint enforces COOP
Then the opened popup will show a network error page with the
error CoopSandboxedIFrameCannotNavigateToCoopPage. See this
diagram:

site.com

Iframe of other.com
sandbox="allow-popups"

other.com
COOP: same-origin




Table 2: Evaluation results

Attack Chromium Firefox
(in)valid script/image/.. 21-91 16 - 89
frame counting 18-91 16 - 89
client redirect (History API) 18 - 91 16 - 89
client redirect (load event) 18 - 91 16 - 89
appearance of download bar 39 - 56,59 - 91 -
no navigation due to download 30-91 16 - 89
server redirect (max redirect count) 43 -91 39 -89
server redirect (CSP violation) 76 - 91 -
server redirect/status (AppCache) 20-91 27 - 83
server redirect (Fetch manual) 75-78,80-91 -
element id focus 48 - 91 -
overly broad postMessage 18-91 16 - 89
detect CORB’ed JSON responses 68 -91 -
detect CORP header 73 -91 74 - 89
detect COOP header 83-91 74 - 89
detect XFO (<object>) 72-91 81-89
response size (Quota API) 43 - 62 -
window.name leak 18 - 91 16 - 89

C LEAKBUSTER: SUPPLEMENTARY DATA

Currently deployed defenses:

Evaluate defenses!

Suggestions:

« Set the Samesite cookie attribute to Lax

XS-Leak attacks that are still possible:
server redirect (max redirect count) 9+
Deseription:  According to the Fetch specification, when twenty server-side recrects oecur, a
causes a edirec, the attacker can first make a request o1
rediect 19 times, after which a rediret to the targt resource occurs. I this

resource redirects, a network erfor can be observed, otherwise the resource will
be loaded. Note that this method can also be used to determin the exact number

Possible defenses: + al GETs based on Fetch Metadata

server redirect (CSP violation) CE)

Description: By defining a (restrctive) Content Security Policy on their page, the attacker can
d from which hosts resources are

Possible defenses: + Blo

Figure 3: A screenshot of LEAKBUSTER; the user selects which de-
fenses are currently deployed for a specific endpoint, and based on
these the tool will provide several suggestions on how the security
of the website can be enhanced, and provide an overview of the dif-
ferent XS-Leak attacks that are still possible.

A screenshot of LEAKBUSTER is displayed in Figure 3. On top
a web developer can enter which defenses were already deployed
for a specific endpoint. Based on this provided information, LEAK-
BUSTER will make an assessment of the website’s ability to counter
XS-Leaks with the current defenses. If the protections are insuffi-
cient, a list of suggestions is provided that can be used to improve
protection; we plan to also include concrete guidelines of how to
deploy the defenses and point to the relevant resources for more
information, and to give a prioritization for deploying different
defenses. Additionally we show the list of XS-Leaks that are still
possible, and indicate which browsers are susceptible to them (in-
cluding the version number).

The results of testing XS-Leaks attacks in historical browser
versions (Chromium: versions 18 until 91, Firefox: 16 until 89), are
shown in Table 2. A timeline for when support for various defenses
that can be used to thwart XS-Leaks was first enabled in Chromium
and Firefox is shown in Figure 4.



Chromium

CORP COOP
Fetch Metadata Network isolation
CORBI SameSite=Lax default
Jun 2IOls Sep é018 Dec éOlB Mar '2019 Jun 2'019 Sep '2019 Dec '2019 m20 juh éOZO Sep '2020 Dec '2020 Mar '2021 Jun 2"021
COOP Network isolation
CORP Fetch Metadata
Firefox

Figure 4: Timeline of the dates when XS-Leaks defenses were enabled and supported in Chromium and Firefox. Initial support for the SameSite
cookie is not shown in the diagram; this is May 2016 for Chromium and May 2018 for Firefox.
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